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QA Dataset
• Task

• Machine reading comprehension (MRC) based QA, 
asking it to answer a question based on a passage of 
relevant content.

• Dataset
• bAbI：smaller lexicons and simpler passage structures
• CNN/DM、SQuAD：fact-based、answer extraction、

select a context span
• Qangaroo(WikiHop): extractive dataset、multi-hop 

reasoning

bAbI



QA Dataset
• Dataset

• NarrativeQA generative dataset
• includes fictional stories, which are 1,567 complete 

stories from books and movie scripts, with human 
written questions and answers based solely on human-
generated abstract summaries.

• There are 46,765 pairs of answers to questions written 
by humans and includes mostly the more complicated 
variety of questions such as “when / where / who / why”.

• Requiring multi-hop reasoning for long, complex stories
• Experiment

• Qangaroo: extractive dataset、multi-hop reasoning
• NarrativeQA: generative dataset、multi-hop reasoning



Commonsense Dataset
• ConceptNet

• Large-scale graphical commonsense databases



Task
• generative QA

• Input:
• Context
• Query

• Output：
• series of answer tokens：



Model overview
• Multi-Hop Pointer-Generator Model (MHPGM)

• baseline model
• Baseline reasoning cell
• multiple hops of bidirectional attention
• self-attention
• pointer-generator decoder

• Necessary and Optional Information Cell (NOIC)
• NOIC Reasoning Cell
• Choose knowledge
• pointwise mutual information (PMI)
• term-frequency-based scoring function

• Insert knowledge
• Selectively gated attention mechanism



Multi-Hop Pointer-Generator Model



Embedding Layer
• learned embedding space of dimension d
• pretrained embedding from language models (ELMo)
• The embedded representation for each word in the context 

or question：



Reasoning layer
• k reasoning cells
• The reasoning cell’s inputs are the previous step’s output 

and the embedded question
• First creates step-specific context and query encodings via 

cell-specific bidirectional LSTMs:



Reasoning layer
• Use bidirectional attention to emulate a 

hop of resoning by focusing on relevant 
aspects of the context.

• Context-to-query attention

• Query-to-context attention

About Query

About Context

• Final



Self-Attention Layer
• Residual static self-attention mechanism
• Input： output of the last reasoning cell

1. fully-connected layer
2. a bi-directional LSTM

• Self attention representation

• Output of the self-attention layer is generated by another 
layer of bidirectional LSTM.

• Final encoded context:



Pointer-Generator Decoding Layer
• embedded representation of last timestep’s output 
• the last time step’s hidden state  
• context vector 



Multi-Hop Pointer-Generator Model

• Word embedding
• ELMo

• BiDAF
• cell-specific bidirectional LSTMs
• context-to-query attention
• query-to-context attention

• fully-connected layer
• a bi-directional LSTM
• Self attention
• a bi-directional LSTM
• residually

• Attention
• Copy
• Generate



Commonsense Selection Representation
• QA tasks often needs knowledge of relations not directly 

stated in the context

• Key idea
• Introducing useful connections between concepts in the 

context and question via ConceptNet
1. collect potentially relevant concepts via a tree 

construction method
2. rank and filter these paths to ensure both the quality and 

variety of added via a 3-step scoring strategy



Tree Construction

For each 
concept c1 in 
the question

(1)Direct Interaction
select relations r1 from 
ConceptNet that directly 
link c1 to a concept 
within the context
c2 ∈ C

(2)Multi-Hop
select relations in 
ConceptNet r2 that link 
c2 to another concept in 
the context, c3 ∈ C.

(3)Outside Knowledge
an unconstrained hop 
into c3 ’s neighbors in 
ConceptNet

(4)Context-Grounding
connecting c4 to c5 ∈ C



Example



Rank and Filter(3-step scoring method)
• Initial Node Scoring

• For c2、c3、c5
• Term frequency
• Heuristic: important concepts occur more frequently

• |C| is the context length and count() is the number of 
times a concept appears in the context.

• For c4
• want c4 to be a logically consistent next step in 

reasoning following the path of c1 to c3
• Heuristic: logically consistent paths occur more 

frequently
• Pointwise Mutual Information (PMI)



Rank and Filter(3-step scoring method)
• Initial Node Scoring

• For c4
• Pointwise Mutual Information (PMI)

• normalized PMI (NPMI)

• Normalize each node’s score against its siblings



Rank and Filter(3-step scoring method)
• Cumulative Node Scoring

• re-score each node based not only on its relevance and 
saliency but also that of its tree descendants.

• When at the leaf nodes
• c-score = n-score

• for cl not a leaf node
• c-score(cl) = n-score(cl) + f(cl)
• f of a node is the average of the c-scores of its top 2 

highest scoring children

lady → mother → daughter(high)
lady → mother → married(high)
lady → mother → book(low)

example



Rank and Filter(3-step scoring method)
1. Starting at the root 
2. recursively take two of its children with the highest 

cumulative scores
3. until reach a leaf

Final: directly give these paths to the model as sequences of 
tokens. 



Commonsense Model Incorporation
• Given:

• list of commonsense logic paths as sequences of words

• Example: <lady, AtLocation, church, RelatedTo, house, 
RelatedTo, child, RelatedTo, their>

• Necessary and Optional Information Cell (NOIC)
• concatenating the embedded 

commonsense
• project it to the same dimension 

as 
• attention between 

commonsense and the context



Total Model



Experiment
• Dataset

• generative NarrativeQA
• extractive QAngaroo WikiHop
• For multiple-choice WikiHop, we rank candidate 

responses by their generation probability.
• Metric

• NarrativeQA
• Bleu-1、Bleu-4 、METEOR 、RougeL、CIDEr

• WikiHop
• Accuracy



Result
• NarrativeQA

• WikiHop



Model Ablations



Commonsense Ablations
• NumberBatch :naively add ConceptNet information by 

initializing the word embeddings with the ConceptNet-trained 
embeddings

• In-domain noise :giving each context-query pair a set of random 
relations grounded in other context-query pairs

• Using a single hop from the query to the context.



Human Evaluation Analysis
• Commonsense Selection

• Model Performance



Conclusion
• Effective reasoning-generative QA architecture

1. multiple hops of bidirectional attention and a pointer-
generator decoder

2. select grounded, useful paths of commonsense knowledge
3. Necessary and Optional Information Cell (NOIC)

• New state-of-the-art on NarrativeQA.



Thank you!


